Embedded Systems for People with Special Needs: Insights from a Real Case
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Abstract—In this paper we report on some insights derived from our experience in the development of an embedded system. A real-world embedded system implementing a smart home is used as an example. The target audience of this system includes people with special needs, such as impaired or elderly people. A description of the user testing phase is also provided. A series of difficulties related to the accessibility to the system for people with special needs were identified. These difficulties suggest the necessity to enforce the training on accessibility techniques for software engineers.

I. INTRODUCTION

Software engineers acquire several skills on technical aspects, such as programming, computational complexity and operating systems, among others. Concerning embedded and real-time systems, they mainly learn the importance of building safe, secure and robust software systems. Nevertheless, some embedded systems need to cover other aspects, such as performance, maintainability and/or dependability. In the case of embedded systems with Human-Computer Interaction (HCI), for instance one deployed at a smart home, accessibility and usability are mandatory. The user experience is one of the key requirements, particular if the embedded system will be used by people with special needs. However, the education and training on these disciplines, that is, accessibility and usability, is usually during the software engineering studies.

In industrial societies, people massively use electronic devices in everyday life: mobile phones, TV sets or washing machines are just some of several possible examples. Within these societies it exists a considerable number of people with functional diversity (including those with aging-related conditions). There is also a growing gap between their abilities and abilities extends in some cases the traditional concept of disabled people towards people with functional diversity, including those with aging-related conditions. Indeed, ICTs may require particular skills and abilities to interact with platforms, the plethora of wireless communication systems and smart devices such as kiosks or ATMs. The inexistence of these skills and abilities extends in some cases the traditional concept of disabled people towards people with functional diversity or special needs. The growing gap between their abilities and access to ICT is called the digital divide. Interoperable software architectures that support universal designed user interfaces and Assistive Software are two approaches to bridge this gap, e.g., [13]–[15].

The INREDIS project (INterfaces for RElations between Environment and people with DISabilities) [16] aimed to develop environments that enable the creation of communication and interaction channels between people with some kind of special need and their context, where the targets are a set of auto-discoverable devices.

The project was structured into nine main activities or workpackages (WPs) that covered the main aspects to achieve a leap forward in the design of accessible and interoperable technology. Among the most relevant activities were:

- Detection of the needs in the use of technologies among people with functional diversity. Around a
A smart home is a set of intelligent appliances that provide a better home life experience to its occupants without overpowering them with complex technologies or nonintuitive user interfaces [18]. Therefore, it is an embedded system in which it is necessary to take into account the user interaction with the different devices both directly and through a user interface.

The interoperable architecture is an event-driven and service-oriented architecture that further develops the idea of Universal Control Hub (UCH) [19]. The rationale behind such approach is that a person with an adapted controller device (e.g., a mobile phone) should be able to interact and control different devices by means of an interoperability architecture. Using an appropriate controller, the user control over the system is much easier to achieve as the accessibility problem of the whole environment is reduced to just solving the accessibility issues with the user controller. The architecture, using different interoperability protocols and frameworks (such as URC [20], [21], OSGi and Web Services standards stack) facilitates the interaction in accordance with the specific nature of each target device/service in a unified manner.

The UML Deployment Diagram (DD) in Figure 1 depicts the most important components of the architecture.

The main processes performed by the architecture are pictured by the UML Interaction Overview Diagram (IOD) thousand of interviews of impaired and elderly people were carried out. The collected information was systematized to extract users’ requirements and preferences based on their disability.

- Study of different human-machine interaction technologies, such as haptic devices, smart fabrics or sensors networks, among others, and their potential of adaptation to people with special needs.
- Integration of users with special needs in the technological environment developed during the project, including lifecycle software development, by means of a user-centered design, and an extensive user testing phase.

In the context of this project, an interoperable architecture, capable of adapting different types of interfaces to users’ needs and preferences, was designed and developed.

The INREDIS architecture was conceived as a universal solution capable to provide disabled and elderly people with accessible and personalized interfaces according to their preferences and needs. Consequently, the architecture was designed for a general purpose context of use. Nevertheless, some running prototypes were built for different environments, covering a wide range of real world scenarios, among them: leisure services (location and purchase tickets for events), smart home [4], urban networking [6], social networks [7], eGoverment [8] and banking services (ATMs) [9]. Although the architecture was envisaged for impaired users, “any” user, i.e. user without disabilities, might exploit and obtain benefits when using the system (e.g., by using their mobiles as universal remote controllers in the smart environment). The architecture is partially described in [10], [17] and detailed in [11]. In this paper, we only focus on this embedded architecture deployed in a home environment [4].
in Figure 2.

![UML Interaction Overview Diagram of the main processes of the architecture](image)

- **First Interaction.** It consists in the creation of the initial interface that acts as the access medium to the environment for the user. In the generation of such interface the system must take into consideration the relevant set of devices and services for the user (the perimeter) and their state (without forgetting the special needs of the user). This process involves an interface generation subprocess, in order to build an accessible XHTML interface, and the determination of the set of assistive software instances that permit the user to interact which such interface.

- **Navigation.** Once the user has selected the device or service to interact with, the navigation process starts. Devices and services are defined by complex multi-staged interface descriptions that users can navigate. Through navigation, we simplify the information offered at a time to the user and we allow complex conversations with the device.

- **Device interaction.** When user navigation ends, or when the user performs certain actions in the device interface, interactions with the end device occur. The architecture supports interactions with devices either as a UCH Target or as a Web service transparently.

- **Back to top.** The user can, at any moment, reset its interaction with the device, going back to the first interface that the device offers. An updated initial interface of the device must be rendered again.

As detailed in [10], the main processes can be summarized with the following example: A user stays at home. S/he wants to turn the TV at home on. First, the user logs in with his/her name and password using his/her mobile phone (device controller). A screenshot with the available devices and services, grouped by environment, is displayed (First Interaction), e.g. it reads “Smart Home”, “Products and Services” and “Health Care”, among others. These devices and services depend on the user’s location. The user navigates through the screenshots until s/he identifies the device or service that s/he wants to control (Navigation); for instance, in the “Smart Home” display, s/he selects “TV set” (target device) and “Turn on/Turn off” options. S/he turns on the TV (Device Interaction) and waits for the notification of the new status. Finally, s/he comes back to the first screenshot in order to interact with other device or service (Back to top). Obviously, all the screenshots must be accessible and adapted to the specific needs and preferences of this user. Figure 3 shows the architecture at high level.

### III. User Testing

The architecture was validated for running prototypes, thus some pivotal pieces (modules) were implemented and tested. Tests considered diverse user disabilities, preferences and profiles. The main challenge was to measure the satisfaction of the user experience with diverse interaction modes of services and devices for people with special needs. This level of satisfaction included accessibility and usability aspects as well as other non-functional objectives, such as performance or security. The user testing phase was performed in a smart home prototype. Sainz et al. described in [4] the methodology carried out during this stage, as well as the chief outcomes from the viewpoint of the user interaction and experience.

In this phase, the number of concurrent users never exceeded 5 people, due to the logistical difficulties of real experimentation. At first sight, it may seem that the experimental controlled tests are a thin basis due to the small number of users involved. The burden of experimentation in this environment spans several issues (e.g., logistics, user selection or ethical). In the following we detail a few of these issues:

- The user’s tests were carried out in a rented special facility (smart home) in the Alicante city (Spain). The space was small and the number of devices limited. For each disabled person the attendance of a team of two people was needed. For twelve users, a team larger than twenty four people in the small room was working. The persons of the teams were hired from different Spanish cities due to the heterogeneity of the technicians, some of them traveling every day to this city.

- Users were selected according to different profiles of disabilities (deaf, cognitive, partial blind, blind, congenital blind, etc.) and among elderly people. We had to combine them to get meaningful groups for the tests. Notice that the tests were not only focused on performance but mainly on usability. It was not easy to form these groups in a small city, and it was not easy to manage the user tests to get results for different purposes.

- Each test lasted for at least two hours. For people with some disability it is a great challenge to keep attention a relatively long time. On the other hand, people with intellectual disabilities may overrate some of their capabilities, so the tests had to be done at least in two stages. For deaf people it was necessary to hire sign language interpreters. For elderly people it was difficult to use tablets, smartphones, etc. Therefore carrying out tests for 5 concurrent users in special groups, analysing different results, was very challenging in this context.

- The high budget required to support all the team and infrastructure was not negligible.
Finally, some articles of the Spanish Civil Code Law with respect to the group of people with disabilities, did not facilitate the tests.

The different issues described above show the great difficulties that had to be overcome by the team of testers. Therefore, the realisation of more advanced tests would be very difficult to carry out in reality. In a nutshell, the costs of the team carrying out the experiments, as well as the rent of the facilities (i.e. the smart home), prevented the execution of more complex experimentations involving more individuals.

During the user testing phase, the development team, including programmers and software engineers, noticed that some users, namely people with cognitive disabilities, faced some difficulties to understand the device interactions. In addition, they realized the high impact that the interface interaction had for the user experience, chiefly for users with special needs, as well as their lack of sufficient knowledge in this discipline.

Hence, experimentation problems and limitations of real implementations advocated the use of models, such as Generalized Stochastic Petri nets (GSPN) [22], specially in the initial phases of the system life-cycle. Models can represent the system in a variety of hypothetical situations and can perform different kind of analysis at a lower cost, as established in [10], [11], [23].

IV. Usability and Accessibility Teaching

Throughout the system design phase, the engineers applied a plethora of techniques aimed at increasing the dependability of the system. These engineers had a considerably strong expertise in fundamental topics for embedded systems such as safety, maintainability and performance, as well as in methodologies to assess the fulfillment of the corresponding functional and non-functional properties [24]. This fact resulted in the achievement of a high Quality of Service, as remarked in [25]. Besides, as the target audience included people with special needs, the system engineers worked in cooperation with a team of psychologists and sociologists. Such multidisciplinary team of specialists is not uncommon nowadays. However, we noticed that the engineers were completely oblivious to the singularities of the aforementioned target audience (with respect to accessibility), which hindered their cooperation with other specialists. Note that the first steps towards the acquisition of their expertise by the system engineers undoubtedly emanate from their education. Therefore, the difficulty to cooperate with different specialists in the process of software engineering may be traced back to the lack in their education of contents related to accessibility for people with special needs. These contents, even if very basic, would have greatly facilitated the development of the different tasks.

With regards to the engineering of embedded systems, the different study plans typically introduce mechanisms that enable the interaction of a software system with other entities. The interaction between different software entities, also known as interoperability, is crucial in nowadays component-based systems and the widespread Service-Oriented Architectures [26]. Several technologies facilitate the interoperability of systems. For instance, consider the well-known eXtensible Markup Language (XML) [27]. XML provides a (standardised) means to encode information in a human-readable and machine-readable way. This technology facilitates the exchange of information between different systems, hence making their interoperability easier. This and similar interoperability-related technologies belong to the programmes of nowadays software engineering studies.

The interaction between software entities and humans, also known as Human Computer Interaction (HCI), also belongs
to such programmes. The topics of HCI typically covered include general-purpose recommendations that enhance the usability of software systems. As described in [28]: “Usability is a quality attribute that assesses how easy user interfaces are to use”. The term “usability” also refers to methods for improving ease-of-use during the design process. The usability of the system described in Section II has been addressed by the application of the Nielsen Usability Principles [28]. These principles establish a series of guidelines for a wide variety of aspects of software systems. As a matter of example, consider the case of the system’s response time, understood, from the user’s perspective, as the number of seconds required to respond to a user request. The recommendations in [28] determine then that:

- 0.1 seconds represents a maximum threshold such that, if not exceeded, the system’s reaction is perceived as instantaneous by the user.
- 1.0 second is, roughly, the time span that a user’s flow of thought may be expected to stay uninterrupted. However, the delay introduced by a response time of this magnitude would not remain unnoticed.
- 10.0 seconds represents, roughly, an upper bound in order to keep the user’s attention on the dialogue. In order to maintain the user’s focus of attention, an estimate about the response time should be given to them. Therefore, the system must be instrumented so as to incorporate the capabilities necessary to provide such feedback.

Note then that the usability techniques enacted did not suffice to accomplish the desired user experience. These techniques address the usability of systems for the general public and disregards users with special needs. The ability of a system to be used by as many people as possible is known as accessibility. As mentioned before, in order to enable the use of the system by people with special needs, as well as to evaluate the reactions elicited from them, the involvement of psychologists and sociologists was required. Therefore, from our experience, some basic knowledge about accessibility for people with special needs should be given to software engineers in order to facilitate their collaboration with the aforementioned specialists. Therefore we consider as being of interest the development of teaching methodologies for accessibility. A possible approach may be inspired by successful methodologies aimed at teaching usability to engineers like, e.g., the Scenario-Based Usability Engineering described in [29]. The development of such techniques lies beyond the scope of this work and is then left as future line of work.

V. Conclusions

In this paper, we have gained insight in the importance of accessibility and usability of embedded systems with human interaction. We utilise a real use-case to motivate the conclusions reported in this section. This use-case describes a smart home embedded system whose target audience is comprised by people with special needs. We have noticed that a significant proportion of the software engineers involved in the development process had received training on usability techniques. However, few of them had received enough, if any, training on accessibility for people with special needs. This lack of training impeded their collaboration with other necessary specialists (psychologists and sociologists in this case) in the different phases of the system development, hence encumbering such process. We believe that incorporating some basic knowledge on accessibility for people with special needs to the study programmes for software engineers would facilitate the development of embedded systems for this target audience.

As future lines of work we consider the development of teaching methodologies for the accessibility of people with special needs. We intend to test these teachings on our software engineering students. Besides, we also consider the incorporation of other knowledge that we find relevant for the development of embedded systems, such as the UML profiles for real-time (MARTE [30]), safety [31] and dependability [32].
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